
Introduction

Understanding the phenomena occurring in natural 
waters is based on the correct interpretation of analytical 
data obtained during the experiments. For this purpose, 
the individual variables are usually described by using 
the input values of minimum, average, maximum, 
standard deviation, and coeffi cient of the data variation, 
at least through the defi nition of the median or percentile. 
Nowadays, however, to understand the more subtle nature 
of the variables we more frequently use chemometric 
techniques of data analysis [1-7]. This allows for relatively 
simple and readable processing of the experimental data 
without any prior assumptions. 

One of the most frequently used calculation methods 
in differenting scientifi c disciplines is the method of 
principal components (PCA), which is one of the main 
components of statistical analysis. PCA allows us to get 
readable information, often contained in a very large 
number of entered input data, that are often summarized to 
a few main components. Due to this fact, PCA is the fi rst 
step in statistical data analysis. In mathematical terms: 
the entered data are grouped according to the criterion of 
maximization incompatibility. Accrued maximization is 
performed by using Lagrange’s multipliers method. This 
statistical analysis of the data led principal components to 
the eigenvectors of the matrix of variance – covariance 
that is sensitive to the outstanding data. Missing data is 
increasingly frequent in biological and environmental 
sciences. Data that are actually temporary values can 
be missing for different reasons, so they should be not 
supplemented at random. According to [8], they should 
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be omitted or use specialized computational modules for 
their supplementation.

This paper attempts to use PCA to determine incomplete 
data [3, 6, 9-22] collected during investigations of Czajcze 
Lake in Wolin National Park (WNP) in 1983-2013.

Characteristic of Czajcze Lake

Czajcze Lake (Figs 1-2) is located on Wolin Island 
within WNP in the Warnowo Protection Zone in the 
northeastern region of WNP between the cities of 
Międzyzdroje, Warnowo, and Wisełka [23-24]. Czajcze 
is the third drainage lake of several fl owing lakes related 
to Lewińska (Pojezierna) Stream on Wolin Island. 
Lewińska water fl ows down from Warnowo Lake through 
lakes Rabiąż, Czajcze, and Domysłowskie, and through 
other lakes of the Warnowsko-Kołczewskiego Lakes 
District not lying within WNP territory to Kamieński 
Lagoon [25].

Czajcze’s basin has two distinct parts characterized 
by a fl at and shallow bottom. The lake has the shape 
of a horseshoe. In the western part it is connected to 

Rabiąż by a narrow channel, while in the southeastern 
part it is connected to Domysłowskie by two overgrown 
watercourses lying next to each other. The channel 
connecting Czajcze with Rabiąż and Domysłowskie is 
Lewińska Stream. Czajcze morphometry and its partial 
cover from the wind suggest an average exposure to the 
wind and a limited mixing of waters to the bottom. Basic 
morphometrical and bathymetrical parameters [26] for 
Czajcze are collected in Table 1.

Material and Methods

Water samples were collected [after 27] at the water 
measuring sampling station (Fig. 2) from the surface 
layer (ca. 25 cm below the water surface) of Czajcze. 
Water samples were collected from the vegetation 
season from March to October with a frequency of once 
a month in arbitrarily selected dates in the years 1983-
2013. Temperature [28] and pH of the water [29-30] 
were determined at the place of sample collection. Water 
samples were taken separately to determine dissolved 
oxygen concentration [29-30]. Water samples taken for 
determining the concentration of dissolved substances 
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Fig. 1. Location of Czajcze Lake within Wolin National Park 
[23, with some changes]. 

Fig. 2. Lakes Warnowsko-Kołczewskie Lakeland – measuring 
station location at Czajcze Lake [24, with some changes]. 
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in laboratory analyses were fi xed [31] at the place of 
sample collection. Water samples were investigated in the 
laboratory within 24 hours. Determined concentrations 
are: fi ve-day biochemical oxygen demand (BOD5), 
chemical oxygen demand (COD-Cr), nitrate (NO3

-), 
nitrite (NO2

-), ammonium ions (NH4
+), total nitrogen 

(TN), soluble reactive orthophosphates (V) (SRP) and 
total phosphorus (TP), concentrations of calcium ions 
(Ca2+), chloride ions (Cl-), hydroxidodioxidocarbonate 
(HCO3

-), and total concentrations of iron and manganese 
(Fetot. and Mntot.) [29-30]. In addition, the degree of water 
saturation by O2 was calculated in the water samples taken 
for investigation. 

In order to determine how the Czajcze water 
samples interact with each other, the collected results 
of the investigation were conducted with PCA using the 
computer software Statistica.

PCA is widely used to organize data by their res-
pective grouping (packaging) and graphical presentation 
[32-33]. PCA is a nonparametric classifi cation method 
whose main aim is to clarify the information contained 
in the data that were entered into the program by the 
so-called principal components (PCs). PCs are actually 
orthogonal and linear combinations of the data for their 
maximum diversity. Simultaneously, each of the PCs 
carries different information about data variability [3, 
7, 34]. PCA allows us to group the experimental data 
and present them in the form of several PCs, and PCs 
contain nearly identical information to the experimental 
data. Such multidimensionality of the data through 
the explanation of correlations between variables is 
very useful, because during the PCA there is no loss 
of information contained in a set of experimental data 
[35]. Thus, PCA is the fi rst step in most chemometric 
methods, such as cluster analysis or a neural network.

A good method for determining missing data is to 
predict an expansion to the maximum algorithm [36]. 
While the classic PCA taking multiple dimensions of 
data analysis is quite often used, the analysis of the main 
components for missing data (EM-PCA) is a little bit 
different [37-39]. EM-PCA begins with the initialization 
of the missing data by quoting the average values in the 
corresponding rows and columns, and then their iterations 
in such a way to substitute missing data with values 
predicted (estimated) by the PCA [40]. The algorithm for 
missing data [41-47] is repeated until the convergence 
criteria. The mean values obtained in the convergence 
criterion replace missing data in the corresponding rows 
and columns. Thus, the complete input data are obtained 
for PCA. The distribution of values in the full dataset and 
the prediction of X in the basic model of PCA are executed 
[3-5]:

X = T·PT

…where X is the matrix built from experimental data 
of the m characteristics and n variables, T = m·f is the 
dimension having a fi rst recorded vector f, and P (n·f) is the 
dimension of matrix containing the shown experimental 
data by using the primarily defi ned variables, and then the 
expected missing data are compared with their previously 
obtained average values [9]. Thus determined, missing 
data are not taken into account in further calculations. 
Further calculations are executed only for observed 
experimental data.

In addition to the experimental data, regression 
equations were used wherever possible, and the diagrams 
were made depicting changes of the values investigating 
water quality parameters over time.

Results and Discussion

Sixteen variables of water quality indices are analyzed 
in this work. Table 2 shows the dependence between each 
index investigated in this work in the matrix correlation 
[6, 48-49] describing the degree of dependence on 
individual changeable interdependence. Numeric data 
of matrix correlation shows that the greater the absolute 
value between two variables (water quality indices), the 
more important are the correlations – positive or negative 
– that occur between these indices.

Then, eigenvalues of the matrix correlation were 
appointed (Table 3), which are a measure of the 
variability of the primary (original) data in the coordinates 
of the main components. On this basis, a graph was 
obtained (Figs 3-4) to illustrate (with appropriate to 
impinge data) which variables (water quality indices) 
show a similar pattern of changes and which are clearly 
distinguished. The direction and the length of the 
eigenvector (i.e., charge) in Fig. 3 assigns the degree to 
which each of the investigated water quality indices affect 
the main components. The analysis of the eigenvalues 
main components > 1 PCA shows that the plane of the fi rst 

No. Lake parameters

1 Latitude 53º56,5’ N

2 Longitude 14º34,0’ E

3 Surface (ha) 71.5

4 Max. length (m) 1,630

5 Max. width (m) 640

6 Length of shoreline (m) 4,970

7 Development of shoreline 1.66

8 Altitude (m above sea level) 1.3

9 Average depth (m) 2.9

10 Max. depth (m) 4.6

11 Volume (thousand m3) 2,073.5

12 Uncover factor 24.7

Table 1. Basic morphometrical and bathymetrical parameters 
of Czajcze Lake in Wolin National Park on Wolin Island, NW 
Poland.
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Water quality 
indices (units)

pH 
(pH units)

DO. 
(mg O2/dm3)

Water 
saturation 

(%)

BOD5
(mg O2/dm3)

COD-Cr 
(mg O2/dm3)

NO3
- 

(mg N/dm3)
NO2

- 
(mg N/dm3)

NH4
+ 

(mg N/dm3)

pH 
(pH units) 1.000

DO 
(mg O2/dm3) 0.439 1.000

water saturation 
(%) 0.383 0.984*** 1.000

BOD5 
(mg O2/dm3) 0.284* 0.702*** 0.770*** 1.000

COD-Cr 
(mg O2/dm3) -0.494** -0.611*** -0.499** -0.374* 1.000

NO3
- 

(mg N/dm3) -0.730*** -0.394* -0.354* -0.414* 0.447* 1.000

NO2
- 

(mg N/dm3) -0.381* -0.328* -0.291* -0.283* 0.944*** 0.456** 1.000

NH4
+ 

(mg N/dm3) 0.540** 0.486** 0.445* 0.316* -0.303* -0.719*** -0.357* 1.000

TN 
(mg N/dm3) 0.393* 0.549** 0.527** 0.301* -0.357* -0.586** -0.342* 0.977***

SRP 
(mg PO4/dm3) 0.436* 0.361* 0.309* 0.699*** -0.281* -0.882*** -0.336* 0.504**

TP 
(mg PO4/dm3) 0.532** 0.307* 0.333* 0.296* -0.721*** -0.880*** -0.785*** 0.392*

Ca2+ 
(mg Ca/dm3) 0.464** 0.479** 0.598** 0.368* -0.344* -0.284* -0.318* 0.241

Cl- 
(mg Cl/dm3) 0.841*** 0.394* 0.363* 0.324* -0.801*** -0.820*** -0.795*** 0.329*

HCO3
-  

(mg HCO3/dm3) 0.291* 0.790*** 0.831*** 0.978** -0.342* -0.328* -0.313* 0.289*

Fetot. 
(mg Fe/dm3) -0.334* -0.933*** -0.867*** -0.638*** 0.793*** 0.351* 0.590** -0.333*

Mntot. 
(mg Mn/dm3) -0.322* -0.928*** -0.861*** -0.632*** 0.781*** 0.346* 0.587** -0.326*

pH 
(pH units)

DO 
(mg O2/dm3)

water saturation 
(%)

BOD5 
(mg O2/dm3)

COD-Cr 
(mg O2/dm3)

NO3
- 

(mg N/dm3)
NO2

- 
(mg N/dm3)

NH4
+ 

(mg N/dm3)
TN 

(mg N/dm3) 1.000

Table 2. Signifi cant level of Pearson correlation between investigated water quality indices.
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and second principal components describes 71.00% of the 
variance of the primary (original) data (Fig. 3). According 
to the above criteria, only principal components (PCs) with 
values higher than the values of the principal components 
were considered [35, 50]. The percentage explained by the 
fi rst two dimensions is 71%, and according to [19] it is 
very high. In literature it is assumed that if the percentage 
explained by the fi rst two dimensions is 75%, then it is 
statistically signifi cant [34]. In [51] the authors prefer 70% 
and 64% in [52] the percentage explained by the fi rst two 
dimensions, as it is very signifi cant statistically.

Fig. 3 clearly shows which of the investigated water 
quality indices have a similar pattern of change, and which 
are completely different from each other. Those of the 
investigated parameters (water quality indices that had a 
higher eigenvalues) had the eigenvector corresponding to 
that value less correlated with other parameters [53]. On 
this basis, the results of 16 water quality indices that are 
presented in this work were reduced in the space diagram 
(Fig. 3) to the several sets of main PC components. 
Fig. 3 shows that exposure to PCA data is packed into 
eight groups.

Individual groups include the following indices of the 
investigated water quality:
 – I – one water quality indicator: SRP (mg PO4/dm3).
 – II – three water quality indices: TP (mg PO4/dm3), 

Cl- (mg Cl/dm3), pH (pH units).
 – III – two water quality indices: NH4

+ (mg N/dm3), 
TN (mg N/dm3).

 – IV – two water quality indices: DO (mg O2/dm3), water 
saturation by O2 (%).

 – V – three water quality indices: BOD5 (mg O2/dm3), 
Ca2+ (mg Ca/dm3), HCO3

- (mg HCO3/dm3).
 – VI – two water quality indices: NO3

- (mg N/dm3), 
NO2

- (mg N/dm3).
 – VII – one water quality indicator: COD-Cr 

(mg O2/dm3).
 – VIII – two water quality indices: Fetot. (mg Fe/dm3), 

Mntot. (mg Mn/dm3).
The above-mentioned groups of water quality indices 

that correlate with each other were deployed in four 
quarters of the diagram in the following way:
 – Quarter I – indices of groups I, II and III.
 – Quarter II – indices of groups IV and V.
 – Quarter III – indices of groups VI and VII.

Table 2. Continued.

Water quality 
indices (units)

TN 
(mg N/dm3)

SRP 
(mg PO4/

dm3)

TP 
(mg PO4/

dm3)

Ca2+ 
(mg Ca/dm3)

Cl- 
(mg Cl/dm3)

HCO3
- 

 (mg HCO3/
dm3)

Fetot. 
(mg Fe/dm3)

Mntot.
(mg Mn/

dm3)
SRP 

(mg PO4/dm3) 0.357* 1.000

TP 
(mg PO4/dm3) 0.280* 0.798*** 1.000

Ca2+ 
(mg Ca/dm3) 0.261 -0.515** -0.429* 1.000

Cl- 
(mg Cl/dm3) 0.286* 0.613*** 0.862*** -0.005 1.000

HCO3
-  

(mg HCO3/dm3) 0.363* 0.539** 0.332* 0.316* 0.307* 1.000

Fetot. 
(mg Fe/dm3) -0.387* -0.333* -0.516** -0.881*** -0.495** -0.738** 1.000

Fetot. 
(mg Fe/dm3) -0.387* -0.333* -0.516** -0.881*** -0.495** -0.738** 1.000

Mntot. 
(mg Mn/dm3) -0.380* -0.326* -0.511** -0.877*** -0.489** -0.725** 0.995*** 1.000

Signifi cance level: *** α ≤ 0.001,  ** 0.001 < α ≤ 0.01, * 0.01 < α ≤ 0.05             

Fig. 3. PCA ordination diagram of investigated water quality 
indices. 
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 – Quarter IV – indices of group VIII.
The values of water quality indices belonging to 

each of the quarters I-IV, located in the area of Fig. 3 

close to each other, are positively correlated with each 
other. When the separate indicators are closer to each 
other, their correlation is more important. The values 
of water quality indices belonging to groups I-III that 
are located in quarter I are positively correlated with 
each other, e.g., the value of the correlation coeffi cients 
between concentrations TP and Cl- is 0.862, between 
concentrations SRP and TP is 0.798, and between 
concentrations SRP and NH4

+ is 0.504. The same 
correlations are between groups of parameters that belong 
to quarters II (the value of the correlation coeffi cient 
between the concentrations DO and Ca2+ is 0.479, and 
between the concentrations Ca2+ and BOD5 is 0.368), 
III (the value of the correlation coeffi cient between 
concentrations NO3

- and NO2
- is 0.456, and between 

concentrations of COD-Cr and NO3
- is 0.447), and IV (the 

value between concentrations Fetot. and Mntot. is 0.995) of 
the diagram presented in Fig. 3.

Also, statistically signifi cant positive correlations show 
indicators that are located in quarter I and are compared 
to parameters of quarter II, as well as indicators that are 
located in quarter III and are compared to parameters of 
quarter IV. However, these correlations are weaker than 
those correlations that occur between indicators within 
each group, e.g., the value of the correlation coeffi cient 
between the pH values and concentration BOD5 is 0.284, 
while the value of the correlation coeffi cient between 

Fig. 4. Map of PCA main factors showing projection of cases 
before () and after () 2006. 

Fig. 5. Changes of concentrations of general chemical water-quality indices of surface waters in spring (), summer (), and autumn 
(), 1983-2013.
Annotation: Some of the fi gures also show graphically the equation that is statistically signifi cant and presents the relationship between 
parameter value and the date of measurement (Table 4). 
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Fig. 7. Changes concentrations of selected mineral macro and micro component indices of surface waters in spring (), summer (), and 
autumn (), 1983-2013. 
Annotation: Some of the fi gures also show graphically the equation that is statistically signifi cant and presents the relationship between 
parameter value and the date of measurement (Table 4).

Fig. 6. Changes of selected indices characterizing concentrations in waters of nitrogen and phosphorus substances in spring (), summer 
(), and autumn (), 1983-2013.
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the concentrations NO3
- and Fetot. is 0.351. Exception are 

values of Ca2+ concentrations (quarter II of the diagram), 
which are not correlated with some of water quality 
indices such as TN, NH4

+, and Cl- (located in quarter I of 
the diagram).

In turn, quarter I parameters show quite a signifi cant 
negative correlation compared to quarter III parameters 
(e.g., the value of the correlation coeffi cient between 
concentrations Cl- and NO3

- is -0.820), as well as quarter 
II parameters compared to quarter IV parameters (e.g., 
the value of the correlation coeffi cient between the 
concentrations BOD5 and Fetot. is -0.638). Quarter I 
Parameters also show negative correlations compared to 
parameters of quarter IV as well as parameters of quarter 
II compared to parameters of quarter III (e.g., the value of 
the correlation coeffi cient between the concentrations Cl- 
and Fetot. is -0.495, and the correlation coeffi cient between 
the concentrations Ca2+ and NO3

- has a value of -0.284). 
However, these correlations are not very signifi cant 
statistically.

The correlations presented graphically in Fig. 3 are 
very similar to the correlation between investigated water 
quality indices shown numerically in Table 2. Other similar 
satisfactory optimization results were determined [54] by 

his research on hydrological parameter classifi cation. [54] 
has modeled in his studies on study [55-58], showing that 
the values of parameters on PCA diagrams can be presented 
as tables correlating between investigated parameters. At 
the same time, in order to identify the missing data and 
their uncertainties in complex computational models, a 
reliable approach to analysis is needed.

Multidimensional analysis of incomplete data sets 
in environmental studies is rarely used [21, 59-60], e.g., 
[22] this fact translates human uncertainty into the method 
used. All the more so because of often-used individual 
and variable removal or medium imputation to handle 
incomplete data. Therefore, in this work additionally, 
for verifi cation results obtained by EM-PCA, graphical 
dependences were plotted (Figs 5-7) showing the changes 
of selected parameters – indices of water quality as a 
function of time. It has been observed that since 2006 
the surface waters of Czajcze Lake followed signifi cant 
sustainable changes of concentrations of water quality 
indices that are determined in this work. For this purpose, 
the regression equation yi = a0+a1·τ+a2·(τ-τ1)·(τ>τ1) 
was appointed to describe the changes in the long-term 
period of each of the water quality indices. The values 
of the coeffi cients of the regression equations and their 

No. Water quality indices (units)
Eigenvectors

PC1 PC2 PC3 PC4

1 pH (pH units) 0.231 -0.317 -0.107 -0.168

2 DO (mg O2/dm3) 0.231 -0.317 -0.107 -0.168

3 water saturation (%) 0.238 0.204 0.274 0.296

4 BOD5 (mg O2/dm3) 0.371 -0.136 0.010 0.011

5 COD-Cr (mg O2/dm3) 0.344 -0.196 0.055 0.043

6 NO3
- (mg N/dm3) -0.289 -0.116 0.326 -0.210

7 NO2
- (mg N/dm3) 0.056 0.392 0.081 -0.220

8 NH4
+ (mg N/dm3) 0.228 0.320 -0.160 -0.104

9 TN (mg N/dm3) -0.367 0.067 0.190 0.037

10 SRP (mg PO4/dm3) 0.058 -0.096 0.266 0.565

11 TP (mg PO4/dm3) 0.180 -0.362 -0.130 -0.091

12 Ca2+ (mg Ca/dm3) 0.124 -0.211 0.374 0.352

13 Cl- (mg Cl/dm3) 0.252 0.294 -0.040 0.211

14 HCO3
-  (mg HCO3/dm3) -0.222 -0.326 -0.143 0.125

15 Fetot. (mg Fe/dm3) 0.226 0.087 0.407 -0.288

16 Mntot. (mg Mn/dm3) 0.228 0.007 0.380 -0.348

Eigenvalue 6.537 5.533 2.598 2.332

Variability (%) 38.452 32.549 15.281 13.718

Cumulative % 38.452 71.001 86.282 100.000

Table 3. PCA Results – eigenvalue principal component of matrix correlation.
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Water quality indices 
(units)

Parameters in equation
yi=a0+a1·τ+a2·(τ-τ1)·( τ>τ1)

τ‘ Signifi cance level 
of parameters* SEE R2

DO 
(mg O2/dm3)

n = 55

a0=23.73±6.00
a1=-0.61±0.23
a2=0.54±0.29

January 2006
0.00023
0.01139
0.06628

0.92 0.41

pH 
(pH units)

n = 56

a0=8.32±0.16
a1=-0.03±0.01
a2=0.07±0.03

January 2007
0.00000
0.00062
0.01621

0.73 0.45

HCO3
- 

(mg HCO3/dm3)
n = 47

a0=-58.4±12.3
a1=6.9±2.3

a2=-5.4±02.8
January 2006

0.82829
0.00415
0.05793

0.6 0.54

Explanations: * Statistical signifi cant at p = 90% for DO and HCO3
- concentrations, and p = 95% for pH. n - data number

For other investigated water quality indices the equation of regression was not included because they were not statistically 
signifi cant. 

Table 4. Parameters (a0, a1, a2) in equation yi = a0+a1·τ+a2·(τ-τ1)·( τ>τ1), signifi cance level of parameters, time (τ’) as the moment 
pronouncement of visible changes in lake reservoir, SEE and R2.

No. Water quality indices 
(units)

General statistical characteristics

n
before 2006 after 2006

min max SD CV min max SD CV

1 pH 
(pH units) 56 7.10 7.78 8.47 0.37 0.04 6.86 7.76 8.64 0.46 0.06

2 DO 
(mg O2/dm3) 55 5.40 10.67 26.70 5.05 0.47 1.80 6.58 12.60 2.67 0.40

3 water saturation 
(%) 51 40.0 100.0 273.5 55.2 0.55 21.0 59.24 110.7 19.9 0.34

4 BOD5 
(mg O2/dm3) 47 1.30 3.30 7.40 1.74 0.53 0.10 2.74 6.40 1.96 0.72

5 COD-Cr 
(mg O2/dm3) 26 22.0 30.7 48.0 11.77 0.38 9.3 35.5 73.4 16.86 0.47

6 NO3
- 

(mg N/dm3) 52 0.01 0.10 0.85 0.16 1.72 0.01 0.12 0.03 0.07 0.61

7 NO2
- 

(mg N/dm3) 54 0.001 0.015 0.170 0.03 2.13 0.001 0.021 0.090 0.02 0.91

8 NH4
+ 

(mg N/dm3) 52 0.01 0.25 1.47 0.32 1.26 0.01 0.13 0.40 0.09 0.73

9 TN 
(mg N/dm3) 21 - - - - - 0.19 0.49 1.17 0.33 0.67

10 SRP 
(mg PO4/dm3) 52 0.01 0.21 0.90 0.26 0.24 0.01 1.24 1.34 0.31 1.27

11 TP (mg PO4/dm3) 40 0.03 0.45 1.02 0.32 0.71 0.05 0.60 1.91 0.61 1.01

12 Ca2+ 
(mg Ca/dm3) 46 38 52 62 6.34 0.12 41 63 122 16.42 0.26

13 Cl- (mg Cl/dm3) 43 14 20 26 3.33 0.17 7 19 33 7.83 0.40

14 HCO3
- 

(mg HCO3/dm3) 47 131.1 165.5 210.4 23.30 0.14 128.1 215.3 360.0 70.47 0.33

15 Fetot. 
(mg Fe/dm3) 43 0.01 0.07 0.15 0.04 0.57 0.01 0.10 0.25 0.08 0.80

16 Mntot. 
(mg Mn/dm3) 37 0.03 0.09 0.23 0.06 0.60 0.01 0.25 1.03 0.31 1.24

Explanations: n - data number, min - minimum value, x–  - average value, maximum value, SD - standard error of estimation, CV - 
standard deviation

Table 5. General statistical characteristics of collected results of investigated water quality indices on Czajcze Lake before and after 2006.
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signifi cance level, as well as the month of the year, from 
which appeared clear changes in the investigated indices 
of water quality in the lake are presented in Table 4 only for 
selected indicators. Additionally, Table 5 presents general 
statistical characteristics before and after 2006 for selected 
investigated index-parameters of water quality. On the 
basis of the obtained regression equations and the general 
statistical characteristics it has been established that the 
changes that occurred have initiated a new qualitative 
composition of Czajcze waters. 

The cause of a completely different qualitative 
composition of Czajcze waters since 2006 was detected in 
the fi rst place in climatic conditions. There was an attempt 
to link them with an increased amount of precipitation. 
It has been observed that since the second half of 2006, 
the amount of atmospheric precipitation on the territory of 
Warnowskie Lakes has increased slightly. Unfortunately, it 
was not a large enough growth of atmospheric precipitation 
(with a few exceptions) to give a clear explanation for this 
state of affairs. Consider, in turn, a tributary of the waters 
from Rabiąż Lake (eastern Warnowo) which is connected 
to Czajcze by a clearly narrow channel watercourse did not 
make sense, because at present the channel-watercourse 
connecting the two lakes is completely overgrown [61] 
and has bottom sediments. So any water fl ow from Rabiąż 
to Czajcze is impossible. The gradual increase in water 
level in the lake and the establishment of a new qualitative 
composition of waters were explained only during the 
local vision conducted. We observed characteristic traces 
of beaver functioning in the environment, suggesting that 
probably the only explanation for the increase in water 
level in Czajcze was due to a beaver dam. So beaver 
activity in the lake water body initiated the appearance 
of a new qualitative composition of the selected water 
quality indices in Czajcze. The determination achieved 
earlier confi rms the analytical results of experimental 
data presented in this work and analyzed using PCA (EM-
PCA).

As [59] and [22] PCA method for missing data, 
because of its simplicity in considering the missing 
data, can be considered as a relative success. It provides 
results and loads minimizing the least squares criterion 
with respect to observed values [19], attribution of 
experimental results, and missing values in a dataset 
[62].

Openness remains the credibility of missing data. 
Several authors [15, 18-20] undertook the task of 
estimating the maximum part of missing data values. 
They showed that this is impossible because there is no 
mathematical upper limit for the missing data estimation. 
According to the author of this paper, when monitoring 
the natural environment with more variables, estimating 
missing data values is more accurate, i.e., the error of 
estimation is smaller. This is confi rmed by [14] and [18], 
who state that with fewer variables and more missing 
data, the estimation error increases. In contrast, [15] 
suggests that in the absence of a data rate of 20%, they 
cannot be reliably estimated because the estimation error 
exceeds 10%, and [12] says that 50% of missing data 

can be estimated with good accuracy. These simulation 
studies suggest that this strategy is promising [63] for 
environmental studies. Also, the results got [35] applying 
chemometric analysis for river water classifi cation, and 
for rapid assessment of water qualities. 

In conclusion, it can be stated that PCA is one of the 
most important and powerful methods in chemometrics 
[64] and can successfully serve as a basis for handling 
missing data to classify water quality indices for other 
more accurate methods in multivariate analysis.

Conclusions

1. Applying chemometric techniques for data analy-
sis enabled presentation of the experimental data in 
a simple manner without any prior assumptions. The 
EM-PCA method can be applied because the variables 
confi guration will be saved (as for full data), and the 
omission of missing data does not affect the right de-
scribed general dependencies between the individual 
variables.

2. EM-PCA analysis shows that the method that was 
used can be applied for incomplete data with a large 
number of experimental parameters-indices of water 
quality for their suitable grouping (“reduction”) to the 
preliminary interpretation.

3. Classical statistical methods of processing experimen-
tal data confi rm the results obtained by the EM-PCA. 
However, the results obtained through the use of clas-
sical statistical methods allow for a deeper (more ac-
curate) analysis of collected experimental data.
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